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Abstract

Subsonic turbulent ¯ow between the blades of a swirl generator is considered using large eddy simulations (LES). The boundary

layer exhibits transition in the upstream parts of the blade. Further downstream, the ¯ow separates both on the suction and the

pressure surfaces. In the boundary layer, one may note the streaky vortices. In addition, due to the blade surface curvature large,

time-dependent streamwise vortices are formed. The wake of the blades also contains large scale, time-dependent structures. These

phenomena are captured directly by LES. In our study, we use two di�erent subgrid scale (SGS) models: the ®rst model is an implicit

model and the second is a novel dynamic model dubbed the dynamic divergence model (DDM). The e�ects of the SGS model and

the grid resolution are also investigated. Ó 2000 Begell House Inc. Published by Elsevier Science Inc. All rights reserved.
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1. Introduction

Modern low NOx gas turbine burners often operate in the
lean, premixed, prevaporised (LPP) mode. To carry out va-
porisation and mixing in a limited space, a highly swirling ¯ow
is induced. The high levels of turbulence and large shearing
rates associated with such swirling ¯ows enhance the mixing
process and provide a more homogeneous fuel±air mixture to
the combustor. The role of the swirl generator is therefore of
great importance for the overall performance of the gas tur-
bine. Standard computations of the ¯ow within LPP burners
are often based on the Reynolds averaged Navier±Stokes
(RANS) equations. Most often the classical k±� model is used
to account for the turbulence in the ¯ow. Models of this type
can be adequate if one is interested in obtaining a general view
of the mean ¯ow variables. However they, along with all eddy
viscosity-based models, cannot account for many of the e�ects
that determine the properties of the LPP burner. For instance,
one may note that separation of the boundary layer on the
burners' swirl generator blade surfaces and the shedding of
low-frequency spanwise vortices occurs. The surface curvature
of the blades also causes the formation of slowly varying
streamwise vortices. These phenomena, in addition to the
boundary layer streamwise streaks are important for the mixing
and unsteadiness of the ¯ow (and ultimately of the ¯ame) in
the burner. The unsteady separation of the boundary layer on

both sides of the blade surface is synchronised with the pre-
viously mentioned coherent structures. As these e�ects are
beyond the scope of eddy viscosity models and since we are
interested in capturing the interaction of the boundary layer
with the rest of the ¯ow, we use the large eddy simulation
(LES) approach in our studies.

The advent of the supercomputer has led to a marked in-
crease in computing power and greatly reduced computational
times. Now LES is becoming a real alternative to traditional
turbulence models even for moderate Reynolds number engi-
neering ¯ows, (Fureby, 1998; Piomelli, 1998).

LES has been applied to ¯ows in more complex geometries
to a very limited extent. The major reasons for this are due to
the need for describing the non-trivial geometry accurately
whilst limiting the number of computational grid points. Ad-
ditional di�culties occur due to grid non-uniformities and
di�culties in achieving the higher order accuracy which is of-
ten claimed to be mandatory for LES. In addition, LES results
can only be interpreted in terms of time-averages (i.e., after
®ltering out the high-frequency time ¯uctuations). Hence, the
acquisition of the required amount of data for time averaging
results in long computation times. These factors explain the
di�culties in using LES for industrial problems on a routine
basis. Modelling aspects of complex ¯ows add to these di�-
culties. The ¯ow may, as in the case studied here, be transi-
tional and non-isotropic implying that subgrid scale (SGS)
models with ®xed model parameters are likely to be inappli-
cable. Dynamic SGS models in which the model parameters
can be evaluated as part of the solution ± their activation and
deactivation being dependent on the local and instantaneous
conditions ± do not su�er from such limitations. We therefore
propose the use of a new dynamic divergence model (DDM) in

International Journal of Heat and Fluid Flow 21 (2000) 664±673
www.elsevier.com/locate/ijh�

* Corresponding author. Present address: The Aeronautical Research

Institute of Sweden, Box 11021, SE-161 11 Bromma, Sweden. Tel.:

+46-8-555-49437; fax: +46-8-555-49071.

E-mail address: stephen.conway@�a.se (S. Conway).

0142-727X/00/$ - see front matter Ó 2000 Begell House Inc. Published by Elsevier Science Inc. All rights reserved.

PII: S 0 1 4 2 - 7 2 7 X ( 0 0 ) 0 0 0 5 8 - 8



which three model parameters are evaluated independently,
and thus naturally account for ¯ow anisotropy. In previous
papers, (Caraeni et al., 1999; Conway and Fuchs, 1997, 1998),
we have established the basic properties of the used solvers and
some initial results have been presented. Here, we describe the
applicability of the LES method for yielding a deeper insight
into the physical processes that take place in the swirl gener-
ator.

To evaluate di�erent numerical aspects of the results we
have considered two di�erent spatial discretisation schemes,
two computational grids with di�erent resolutions and two
SGS models. The e�ects of separation and transition are in-
vestigated. A vortex shedding frequency from the swirl gen-
erator blades is determined which is seen to be dependent on
the angle of incident air ¯ow. Interaction between the move-
ment of the separation region and the shedding frequency is
also noted. Such vortex shedding phenomena can directly af-
fect the quality of fuel and air mixing within the combustion
chamber and can in some cases induce vibrations in the gas
turbine structure. Comparisons between the results obtained
using di�erent grid resolutions with an implicit model and the
proposed DDM model are also made.

2. Large eddy simulation

In order to separate the large scales from the small scales, a
spatial ®ltering operation is introduced. A generalised ®lter G
applied to a variable q results in a ®ltered (space averaged)
variable q according to

�q�x; t; D� �
Z

D

�G x
ÿ ÿ x0; D

�
q x0; t
ÿ �

dx0; �1�

where D is the ®lter width, D the entire domain and
�G�xÿ x0; D� is the ®lter function which often has a compact
support in LES. The discretisation process itself introduces a
®ltering of the unsupported frequency components of the
function being approximated. Di�erent explicit ®lters may also
be introduced. The most common ®lters are the Fourier cuto�
®lter, the Gaussian ®lter and the top-hat ®lter. One may utilize
the fact that the form of the ®lter function does not enter into
the equations, with exception of the boundary conditions,
where it slightly alters the boundary conditions, i.e., second-
order correction in terms of the ®lter size, (Gullbrand et al.,

1999). By choosing particular ®lters which have exact (di�er-
ential) inverses one may derive an exact and explicit form for
SGS terms (Fuchs, 1996).

Applying any of the ®ltering operations to the governing
equations for a compressible ¯ow gives, following Erlebacher
et al. (1990):
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In this case, density averaging in space has been carried out in
an analogous form to the time averaging of the RANS equa-
tions, e.g., the velocity ®eld can be decomposed into:
ui � ~u� u00i , where ~ui � qui=�q. In the momentum equation (Eq.
(3)), the non-linear terms can be rearranged and written as

sij � ÿ�q guiuj

ÿ ÿ eui euj

�
; �5�

where sij is the SGS stress tensor. A similar rearrangement of
the energy equation (Eq. (4)) gives rise to the SGS heat ¯ux
tensor. It is these SGS tensor relations which have to be
modelled. The most common, and simplest explicit SGS model
is that of Smagorinsky (1963). This model resembles Bous-
sinesq's eddy viscosity hypothesis which is often used in the
RANS framework

sij ÿ 1

3
skkdij � 2lT

~Sij: �6�

Here ~Sij is the strain rate tensor of the ®ltered velocity

~Sij � 1

2

oeui

oxj

�
� o euj

oxi

�
: �7�

An algebraic model for the eddy viscosity lT can be derived
from dimensional arguments to be

lT � CD2j~Sj; �8�
where C is the Smagorinsky model parameter, D the ®lter
width (which in its simplest and most usual form is taken to
be D � �D1D2D3�1=3

, where Di is the ®lter width associated

Notation

C model parameter
Cf , CF skin friction coe�cient
D domain
f frequency
G generalised ®lter function
h enthalpy
L characteristic length
Lij resolved turbulent stress tensor
Mij dynamic scaling tensor
p pressure
q any variable
R residuals
Sij strain rate tensor
t time
T temperature
Tij subtest scale stress tensor
ui velocity component

Ufree freestream velocity
xi spatial coordinate

Greeks
aij parameterised subgrid scale stress tensor
b coe�cient in time discretisation scheme
bij parameterised subtest scale stress tensor
c coe�cient in time discretisation scheme
dij Kronecker delta
D ®lter width
j thermal conductivity
lt eddy viscosity
m kinematic viscosity
q density
rij molecular stress tensor
s pseudo-time parameter
sij subgrid scale stress tensor
U viscous dissipation
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with the ®lter in the ith coordinate direction) and
j~Sj � �2~Sij

~Sij�1=2
. It has been found that the value of the

Smagorinsky model parameter is not universal, but varying
widely for di�erent ¯ow situations. It has also been found
that in the presence of shear, near solid boundaries or in
transitional ¯ows the commonly used value is too large. The
Smagorinsky model is also absolutely dissipative and does not
allow for the intermittent transport of energy from the small
scales to the large ones. This backscattering phenomenon is
important when modelling transition. Piomelli et al. (1991)
found that roughly half of the grid points in a DNS of
transition were experiencing backscatter. A subgrid scale
model which can account for backscatter is the scale simi-
larity model of Bardina et al. (1980).

There also exists another group of SGS models known as
dynamic SGS models. Dynamic models, ®rst introduced by
Germano et al. (1991), advance the scale similarity concept one
stage further, namely that the smallest resolved scale motions
and the largest subgrid scale motions are similar in structure.
In such models, the model coe�cients are calculated dynami-
cally from the resolved ¯ow ®eld as the computation pro-
gresses. The model introduced by Germano is based on two
®lters. In addition to the grid ®lter, which is commonly used in
the ®rst ®ltering operation, a second test ®lter, whose width D̂
is larger than the base ®lter �D�, is used:

b�q�x; t; D� � Z
D

eG x
�
ÿ x0; D̂

�
�q x0; t
ÿ �

dx0: �9�

As with the stress tensor terms which appear when the grid
®lter is applied to the Navier±Stokes equations, the test ®lter
de®nes a new set of stresses, known as the subtest scale stresses
Tij:

Tij � ÿ�q dguiuj

�
ÿ beui

beuj

�
: �10�

The subtest scale stresses and the subgrid scale stresses are
related to each other by the resolved turbulent stresses, Lij,
which can be expressed using Germano's identity (Germano,
1992), as

Lij � Tij ÿ ŝij � ÿb�q deui euj

�
ÿ beui

beuj

�
: �11�

Parameterising the subgrid and subtest scale stresses with an
eddy viscosity model (most commonly the Smagorinsky
model) gives

sij ÿ 1

3
dijskk � ÿ2CD2j~Sj~Sij � ÿ2Caij; �12�

and

Tij ÿ 1

3
dijTkk � ÿ2CD̂2jb~S jb~Sij � ÿ2Cbij: �13�

Substituting Eqs. (12) and (13) into Eq. (11) gives an expres-
sion for Lij in terms of the modelled quantities

Lij � Cbij ÿdCaij : �14�
The tensor relation for Lij was initially solved by Germano
et al. by contraction with the mean rate of strain ~Sij. An
additional assumption was that the model parameter was a
slowly varying function in space, allowing it to be moved
outside of the test ®lter. The algebraic equation for the model
parameter thus becomes

C � Lij
~Sij

Mkl
~Skl

; �15�

where

Mij � bij ÿ âij: �16�

A potential problem with this expression is the fact that the
denominator can and does become zero, making C indeter-
minate or ill-conditioned. Germano and co-workers avoided
this by averaging in homogeneous directions. Further modi®-
cation by Lilly (1991) using a least-square method to reduce
the error in computing the single coe�cient C resulted in the
following equation:

C � LijMij

MklMkl
: �17�

The denominator in this case is always positive. The relation
may however give rise to highly negative values of the coe�-
cient which can result in numerical instability. Olsson and
Fuchs (1996, 1998) used arti®cial bounding of the model pa-
rameter to limit the negative values and have shown that rel-
atively small regions are a�ected by the limitations. Based on
this method the following arti®cial bounds have been used in
this work:

C�i�6Cmax � 0:5m
LUfree

; �18�

and

C�i�P Cmin � ÿ0:01m
LUfree

; �19�

where L is a characteristic length of the ¯ow, m the kinematic
viscosity and Ufree is the freestream velocity.

This dynamic model requires determining six model coef-
®cients. In many cases, a single coe�cient is used. However, by
recognising that in the momentum equations one uses only the
divergence of the SGS stress tensor, three independent ex-
pressions for the three remaining model parameters can be
derived. Following Held and Fuchs (1997) the DDM can be
derived as follows:

Lij;j � Tij;j ÿ ŝij;j � ÿ b�qdeui euj

�
ÿ b�q beui

beuj

�
;j
; �20�

where the divergence of the subgrid scale stress and the subtest
stress are modelled using the Smagorinsky model for com-
pressible ¯ows

sij;j � C�i� 2D2 �qj~Sj ~Sij

��
ÿ 1

3
Ŝkkdij

��
;j

� C�i�aij;j; �21�

and

Tij;j � C�i� 2D̂2b�qjb~S j b~Sij

��
ÿ 1

3
b~S kkdij

��
;j

� C�i�bij;j: �22�

Note that no summation over superscript �i� is performed. The
three model parameters are calculated during the simulation,
one for each coordinate direction by combining Eqs. (20)±(22)

C�i� � Lij;j

bik;k ÿ âil;l
: �23�

In this way, the model is able to allow for the e�ects of an-
isotropy in the turbulent ¯ow.

3. Numerical methods

Since the SGS term is of second-order in terms of the ®lter,
one may argue that in order to distinguish between the trun-
cation errors and the SGS contribution one should use higher
than second-order discrete approximations. One may also ar-
gue that the behaviour of the SGS term is O�D4=3� (Moin et al.,
1994). The basis for the latter estimate is that the turbulent

666 S. Conway et al. / Int. J. Heat and Fluid Flow 21 (2000) 664±673



dissipation rate is determined by the SGS model and the net
supply rate of the turbulent kinetic energy from larger to small
scales. Thus, the numerical dissipation scale, i.e., the numerical
Kolmogorov scale, is proportional to the ®lter size �D�. This
implies that the total viscosity behaves as the Kolmogorov
scale to the power of 4/3. Therefore, the total e�ect of viscous
dissipation implies a contribution of O�D4=3� in the momentum
equations. With this estimate, one could argue that any dis-
cretisation of order greater than two would allow one to dis-
criminate between the physical and numerical contribution to
the SGS behaviour. Supporting evidence for this is that sec-
ond-order central di�erences applied to the ¯ow past a cylinder
produce better velocity power spectra, as compared to exper-
iments, than high-order upwind schemes. The lower order
statistics appear to be comparable, Moin (1998). The argu-
ments concerning the order of discretisation schemes are only
correct for ¯uctuations that are well resolved. For ¯uctuations
with scales close to the grid size, estimates based on Taylor
expansions are questionable.

For more complex geometries one has to use non-uniform
grids. Higher than second-order discretisations require ex-
plicit and accurate data on the properties of the grid. Such
discretisations also use larger stencils and tend to result in
spatial oscillations and slower convergence. Hence, the most
commonly used spatial discretisation schemes for complex
geometries are of second-order. In our study, we have con-
sidered two such schemes in two di�erent solvers. The ®rst
solver uses a cell-centred ®nite volume scheme for structured
meshes with second- and fourth-order arti®cial dissipation
terms (Jameson et al., 1981). The second solver uses a spatial
discretisation scheme based on the so-called ``¯uctuation
splitting'' of Deconinck et al. (1994) for unstructured tetra-
hedral meshes.

Both schemes use implicit time stepping for time discreti-
sation. For the structured solver, the discretisation process can
be described as follows. Consider a general three-level implicit
discretisation:

b1qn�1 � b0qn � bÿ1qnÿ1

Dx
� c1R qn�1

ÿ �� c0R qn� �
� cÿ1R qnÿ1

ÿ � � 0; �24�
where q are the unknowns, R the residuals and the c and b
coe�cients are chosen to give the desired accuracy and sta-
bility. In this case, a backward di�erence scheme was used and
hence the coe�cients, obtained from a Taylor expansion
around qn�1, were

b1 �
3

2
; b0 � ÿ2; bÿ1 �

1

2
; c1 � 1; c0 � 0;

cÿ1 � 0:
�25�

To avoid time consuming factorisation methods normally used
in implicit schemes the governing equations are reformulated
to yield a steady-state problem at each implicit time step. The
steady-state problem can be described by introducing the
pseudo-time, s and denoting the dependent variables qn�1 by
q��s�, hence

dq�

ds
� R� q�� � � 0; �26�

where

R� q�� � � b1q�

Dt
� c1R�q�� �Q �27�

and

Q � b0qn � bÿ1qnÿ1

Dt
� c0R�qn� � cÿ1R qnÿ1

ÿ � �28�

is a constant source term. As steady state in pseudo-time is
approached

dq�

ds
! 0) q� ! qn�1: �29�

Within each time step, the set of di�erential equations given by
Eq. (26) are solved using an explicit four-stage Runge±Kutta
method. The time discretisation procedure is described in more
detail in Eliasson and Nordstr�om (1995).

4. Results

4.1. Computed cases

We consider the ¯ow through a swirl generator. Two ver-
sions of the swirl generator geometry are considered. In the
®rst version, depicted in Fig. 1, a simpli®ed swirl generator is
considered in which the correct shape of the swirl generator
blades is used but it is assumed that the blades have uniform
span and are in®nite. Blocked structured grids are used to
de®ne this geometry. In the second version, the true topology
of the swirl generator is considered and is de®ned using un-
structured tetrahedral grids. The study limits itself to the study
of the air ¯ow through the swirl generator at low temperature.
An ideal gas approximation is adopted. Unless otherwise
stated, the results shown are related to the simpli®ed geometry.
It is interesting to note however that the basic phenomena and
frequencies found in the simulations with the full geometry can
also be observed in the results obtained from the simpli®ed
geometry.

The air¯ow between the upper surface of one blade and the
lower surface of the next blade in the swirl generator cascade is
considered. Periodic boundary conditions are applied in the
normal blade direction to enable the modelling of the e�ect the
blade cascade has on the ¯ow. A similar boundary condition is
also used in the spanwise direction. Riemann invariants are
used as both the in¯ow and out¯ow boundary conditions and
no slip conditions are applied to the blade surface. The Rey-
nolds number based on the blade chordlength is 100,000 and
the inlet Mach number is 0.3. The series of simulations include
calculations with the blade tilted at angles of 0° and 15° with
respect to the freestream velocity, calculations using two dif-
ferent SGS models and calculations using two di�erent grid
resolutions, see Table 1. An implicit SGS model and the DDM
model described previously are used. In the implicit model, the
SGS terms are modelled through the numerical truncation
error. Numerical viscosity dissipates energy and in this sense

Fig. 1. Simpli®ed swirl generator geometry.
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acts like an SGS model. The computational grids used were a
coarse grid of roughly 80,000 cells and a ®ner grid of roughly
225,000 cells for the simpler geometry and a grid of roughly
250,000 cells for the full geometry. In all cases, grid stretching
in the normal direction enabled good resolution of the ¯ow
close to the surface of the blade. Similar grid stretching in the
freestream direction enabled most of the cells to be positioned
around the blade surface.

4.2. Resolution

An estimate of the spatial resolution of the computational
grid can be obtained by plotting the energy spectrum of tur-
bulent kinetic energy as a function of frequency. Sampling
data from a point in the wake and comparing the resulting
spectra for di�erent grid resolutions and di�erent SGS models
with Kolmogorov's ÿ5=3 decay shows the e�ect these have on
the resolution, Fig. 2. As expected higher frequencies are
supported when the mesh is re®ned. It can also be seen that the
®ne mesh computation using the DDM gives the best agree-
ment with Kolmogorov's ÿ5=3 decay. In LES the smallest
scales are not fully resolved, but are instead modelled by the
SGS term. The ``knee'' in the energy spectrum can be seen as a
cuto� point between the resolved and unresolved scales, and
hence a measure of spatial resolution. Wavenumbers above
this cuto� point are not supported by the grid. In the case of
the coarse mesh this is seen at roughly log�f � � 2:9 and for the
®ne mesh at roughly log�f � � 3:1.

4.3. Flow instabilities and transition

Although the underlying mechanisms of transition are still
not fully understood, being able to predict when transition will
occur and in some cases aiding the onset of it and turbulence
can be of great bene®t in a wide range of industrial applica-

tions. The occurrence of transition is readily obtainable from
LES data. By considering Fig. 3, which depicts iso-contours of
vorticity on the upper blade surface, and Fig. 4, which depicts
iso-surfaces of vorticity located between the blades, one can
observe the transition from an initially laminar ¯ow to a tur-
bulent ¯ow as the vortices stretch and deform. At the leading
edge of the blade, a laminar-attached boundary layer region is
formed. Further along the blade, the boundary layer separates
and the iso-contours and iso-surfaces become more non-uni-
form as the vortices become stretched and deformed.

The point of separation of the boundary layer can be ob-
tained from skin friction data on the surface of the blade. Fig.
5 shows the variation in mean skin friction coe�cient, CF with
chordlength on both surfaces at both blade angles. In this plot,
CF is averaged in both time and the spanwise direction.

The point where the skin friction becomes negative de®nes
the mean point of separation. On the upper surface, the skin
friction becomes negative at roughly 30% chordlength for both
blade angles. This value is comparable with the region in which
vortex stretching is ®rst noticed in Fig. 3. After this point, the
¯ow remains separated and a large area of recirculation is
present. The vortices produced in the separated boundary layer

Fig. 3. Iso-contours of vorticity on the upper blade surface.

Table 1

Computed cases

Grid SGS model Blade angle

Coarse DDM, Implicit 0°, 15°
Fine DDM, Implict 0°

0.9 1.9 2.9 3.9
log(f)

0.0

1.0

2.0

3.0

4.0

lo
g(

E
(f

))

coarse mesh implicit
fine mesh implicit
fine mesh DDM

Fig. 2. Energy spectrum at a point in the wake for two grid resolu-

tions, the implicit and the DDM SGS models. Fig. 4. Instantaneous iso-surfaces of vorticity.
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are convected downstream. On the lower surface, separation
occurs much earlier at between 10% and 15% chordlengths.
The frequency with which the vortices are shed from the upper
surface of the blade can be obtained by taking a fast Fourier
transform of the velocity at discrete points in the domain over
a period of time. Fig. 6 shows the shedding frequency at two
points on the upper surface of the blade and at two points in
the wake for the 0° case. From these plots it can be clearly seen
that a low-frequency vortex of roughly 125 Hz is shed and
travels into the wake. The intensity of the vortex decreases as it
travels further downstream, the e�ect of such vortices on the
fuel±air mixing process within the gas turbine can be signi®-
cant. They are also a probable explanation for the mechanical
vibrations which can occur under certain operating conditions.
Increasing the blade incidence angle to 15° results in a change

in the shedding frequency. Fig. 7 shows that in this case a
shedding frequency of roughly 110 Hz is produced. The am-
plitude of the vortices is seen to increase and is almost double
that of the 0° case.

Blade angle is also seen to have an in¯uence on the mean
point of separation. As can be seen in Fig. 5, in the 15° case the
point of separation occurs slightly nearer the trailing edge on
the upper surface than in the 0° case. On the lower surface the
¯ow remains attached slightly longer, separating at roughly
15% chordlength.

The RMS of the skin friction coe�cient ¯uctuations is
shown in Fig. 8 for both the 0° and 15° cases. The intensity of
the ¯uctuations increases on the lower surface after separation.
At this stage, the ¯uctuations on the lower surface are more
intensive than on the upper surface due to the fact that the ¯ow
on the upper surface does not separate until much later. The
intensity of skin friction ¯uctuations on the upper surface in-
creases greatly in the turbulent boundary layer, and from 50%
chordlength the ¯uctuations on the upper surface are more
pronounced than on the lower surface. The large increase in
the ¯uctuations on the lower surface is probably due to ¯ow
acceleration in this region.

By computing the instantaneous skin friction, one can fol-
low the time-dependent separation and reattachments. From
the gathered data, an accurate measure of the mean point of
separation can be obtained. In the 0° case, the mean point of
separation on the upper surface occurs at 30% chordlength and
in the 15° case at 28% chordlength. More important, however,
is the e�ect the time-dependent separation has on the bound-
ary layer and on vortex shedding. In the 0° case, it was noted
that a dominant frequency was shed from the upper surface
into the wake at 125 Hz. Taking a fast Fourier transform of
the time-dependent separation data results in the frequencies
shown in Fig. 9. In the 0° case (a) it is notable that dominant
frequencies of roughly 40 and 125 Hz are produced. For the
15° case (b), dominant frequencies are apparent at roughly 25,
50 and 110 Hz. This indicates that the frequency of vortex
shedding is directly a�ected by the movement of the point of
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Fig. 6. Shedding frequency for the 0° case at (a) 90% and (b) 99% chordlength and in (c) wake and (d) far wake.

Fig. 5. Mean skin friction coe�cient for 0° and 15° cases on both

blade surfaces.
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separation, and that the dominant frequencies of 125 and 110
Hz obtained at the trailing edge and in the wake in the re-
spective cases are harmonics of the low-frequency vortex found
further upstream.

The energy content of the fundamental frequency is very
low and its in¯uence is seen to diminish rapidly as the trailing
edge is approached. As an example of this, Fig. 10 shows the
energy spectrum at di�erent points on the upper surface of the
blade for the 0° case. Initially at the leading edge, two peaks at
45 and 125 Hz are prominent. Further downstream, the energy
content of these frequencies has increased but is still very low.
The energy content of the 45 Hz peak diminishes greatly after
80% chordlength and the in¯uence of the 125 Hz peak in-
creases greatly as shown previously in Fig. 6.

The e�ects of the ®nite size blades with variable chordlength
can be obtained from the computations carried out on the full
swirl generator geometry, and can be assessed by comparing
the mean and the ¯uctuating root mean square values of the
skin friction. Fig. 11 depicts the mean skin friction on the
pressure side of the blade, where a large, non-uniform sepa-
ration bubble can be noticed. It stretches from the root of the
blade, where the separation bubble extends to over 90% of the
blade surface, towards the tip. The separation bubble disap-
pears at about 80% of the blade height measured from the
root. The level of ¯uctuations in the skin friction is very large
near the root of the blade and parallel to its leading edge. The
levels of ¯uctuations on the skin friction are smallest in the
central parts of the blade.

The stretching of vortices plays a vital role in transition to
turbulence. Fig. 12 shows an instantaneous velocity ®eld be-
tween the upper and lower blade surfaces. Large regions of
separated ¯ow are apparent on both surfaces. As seen in Fig. 3,
separation is closely related to the regions of deforming vor-
tices.

The streamwise vortices generated between the blades can
be seen more clearly in Fig. 13, which depicts the projection
of instantaneous velocity at a plane normal to the blade
surface at roughly 30% chordlength. The streamwise vortices
are generated by centrifugal instabilities due to the concavity
of the blade. The instability governing the formation of these
streamwise-oriented, counter-rotating vortices, more com-
monly known as G�ortler vortices, obeys Rayleigh's circula-
tion criterion, i.e., that the inability of the local pressure
gradient to restrain an excess in angular momentum of a
particle undergoing an outward virtual displacement leads to
instability, (Saric, 1994). The G�ortler instability is known to
be an important factor in the transition to turbulence and the
vortex structures existence in blade passages is widely ac-
cepted. The increase in the skin friction coe�cient ¯uctuations
after separation on the lower surface, described previously
and shown in Fig. 8, is a direct result of the increased vor-
ticity.
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Fig. 7. Shedding frequency for the 15° case at (a) 90% and (b) 99% chordlength and in (c) wake and (d) far wake.
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4.4. Model and grid e�ects

To be able to make comparison between di�erent SGS
models and di�erent grids, a statistically stationary mean ®eld

is necessary. The mean values were obtained by averaging the
instantaneous values measured at a point in the wake over
approximately 4000 time steps. This number of time steps
turned out to be adequate for determining the mean of the
dependent variables rather accurately. Two di�erent SGS
models have been used in this investigation on two di�erent
grid resolutions. The ®rst model is a model where the SGS
terms are modelled implicitly by the numerical truncation
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rated ¯ow.
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error. The second model is the DDM model described previ-
ously.

As was shown in Fig. 2, the use of a ®ner mesh leads to an
increase in the spatial resolution and the introduction of an
explicit SGS model leads to better agreement with Kolmogo-
rov's ÿ5=3 decay. In Fig. 14, a comparison between the mean
skin friction coe�cient on the blade surfaces is made. On the
upper surface there is very little di�erence in the computed
values. Both the implicit and DDM model produce a large
region of separated ¯ow from approximately 30% chordlength.
A larger di�erence in skin friction is obtained however on the
lower surface. Here a 60% di�erence in mean skin friction is
obtained at roughly 10% chordlength.

The construction of the DDM model is such that it is only
active in regions of transition and turbulence. Although it can
allow for intermittent backscatter from the small to the large
scales, an overall energy transport from the large scales to the
small scales is apparent and essential. By comparing the in-
tensity of skin friction coe�cient ¯uctuations, we can gain
some idea of the in¯uence of the SGS models on the ¯ow. Fig.
15 shows the RMS of the skin friction coe�cient ¯uctuations

on both blade surfaces. Slight variations in intensity are ap-
parent with the implicit model giving higher intensities. This is
possibly due to the restrictions placed on the DDM model
parameters. Further investigations are however required be-
fore any conclusion can be drawn on this matter.

Only a limited amount of time steps were performed on the
®ne mesh. It is therefore di�cult to make comparisons with
higher order statistical values. Instead, low-order statistics
calculated from mean values are considered. The time required
to obtain mean properties is much shorter than that required
to obtain higher order statistics. Fig. 16 shows the mean skin
friction results for the 0° case on the upper blade surface ob-
tained using the implicit SGS model. The mean point of sep-
aration occurs at roughly the same position for both meshes.
The length of the separation region is also seen to be very
similar. Higher mean skin friction values are obtained in re-
gions of high-speed ¯ow for the coarse mesh simulation on
both the upper and lower surfaces.
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Fig. 14. Mean skin friction coe�cient for 0° case on both blade sur-

faces computed using implicit and DDM SGS models.
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Fig. 13. Instantaneous velocity ®eld at a cross-sectional plane located
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5. Concluding remarks

In this study, we have applied the LES technique to the
moderate Reynolds number ¯ow through a swirl generator
using two di�erent geometries and two SGS models. The use of
LES has allowed the study of many interesting ¯ow details.
The presence of transition, time-dependent separated regions,
spanwise and streamwise time-dependent vortices, together
with vortex shedding downstream of the blades left no other
modelling alternative. The results enabled us to relate the
shedding frequency to the frequency of the separated bound-
ary layer. It was observed that the angle of incidence of the
blade to the freestream ¯ow a�ected the shedding frequency
which is an important parameter if one is to avoid structural
vibrations. By re®ning the computational grid and comparing
an implicit and dynamic DDM SGS model, we found that grid
re®nement had a similar e�ect to the introduction of the SGS
model. The SGS model acts primarily to compensate for the
interaction between the nearly unresolved with the nearly re-
solved scales.
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